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Abstract 

The project is devoted to design and realization of model predictive control algorithm for dynamic systems. The control system is 

based on a Bat algorithm, that is used for optimization and adjustment of the control variable. The algorithm was developed in 

MATLAB. Functionality of the control algorithm was verified on a real laboratory system. 
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1. Introduction 

Nowadays is impossible to imagine a plant or manufac-

ture with no automated processes. That's why develop-

ment of a new automation methods is not only important, 

it is necessary. The paper is devoted describing a possible 

prospective method of system control process.  

The idea of this method is to combine two advanced 

techniques and make them work together in the system 

control algorithm. These techniques are Model Predictive 

Control and Bat algorithm. Each part and the way they 

work together are described in text below. 

2. Controller 

The base of the control system which is described in this 

paper is a controller. Because of the computer implemen-

tation we decided to use a discontinuous type of system 

controllers. The main task for designed controller is to set 

the value of a control variable at which the difference be-

tween the actual and the reference process trajectory is 

minimal. 

𝑢[𝑘 + 1] = 𝑢[𝑘] + ∆𝑢[𝑘] (1) 

At every sample time step a new value of control var-

iable is calculated according to (11). But number of pos-

sible values for ∆𝑢[𝑘] is limited. The control variable can 

only change to values from this set: 

∆𝑢[𝑘] ∈ 𝐾[−10, −5, −2, −1,0,1,2,5,10] (2) 

This set of values was chosen by analogy with the 

coins. With these nine values, it is possible to get any nec-

essary integer. The constant 𝐾 was added to specify 

changes in control variable. This allows more precise reg-

ulation of the controlled process. 

This is the way the controller influences inputs of the 

process. But here becomes the question: how does the 

controller search for right or optimal changes in control 

variables? To answer this question in the next chapter is 

described an advanced control technique - model predic-

tive control. 

3. Model Predictive Control 

In this chapter is considered model predictive control 

(MPC). MPC is an important control technique for solv-

ing of difficult multivariable control problems. Suppose 

that it's necessary to control a process while satisfying in-

equality constraints on the input and output variables [2]. 

If an accurate dynamic model is available, this model and 

current measurements can be used to predict behaviour of 

a system outputs. Then according to these measurements 

and predictions changes in the input variables can be 

made. In essence, changes in the input variable are made 

only when the response of the system to these changes is 

known due to the dynamic model. 

3.1. The Concept 

The basic idea of model predictive control is to compute 

a trajectory of the future system input 𝑢 to optimize the 

future behaviour of the system output 𝑦. Before imple-

menting this control method, it is necessary to determine 

[1]: 

• Reasonably accurate dynamic model of the process. 

• System inputs and outputs. 

• Length of prediction horizon 𝑇𝑃 - how "far" the fu-

ture values to be predicted for. 

• Criterion for solution assessing. 

These items are used for frequently realization of the 

following steps: 

1. At the actual time point 𝑘 a set of future input se-

quences 𝑢𝑝[𝑘 + 𝑖 − 1] (where 𝑖 = 1,2 … 𝑇𝑃) is gen-

erated [4]. 

2. Dynamic model is used to calculate predicted system 

outputs 𝑦̂[𝑘 + 𝑖] for each sequence of inputs [4]. 

3. According to the determined criterion, the optimal 

sequence is chosen [4]. 
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4. From a sequence of future inputs that matches the 

optimal solution only the first input value is sent to 

the controlled process [4].   

 

 
Figure 1. Block diagram of MPC (Reprinted from [3]) 

A block diagram of the system with model predictive 

control is shown in Fig 1. As stated above, a process 

model is used to calculate future values of the output var-

iables. The differences between predicted and the current 

output values (residuals) are sent to prediction block and 

used as the feedback signal. 

3.2. Optimization Problem 

Now we know that MPC strategy manipulates with plenty 

of possible output values to evaluate the best value at the 

current sampling instant. But this manipulation can be-

come a problem when it's necessary to deal with a set of 

possible values for a longer prediction horizon. Calcula-

tion and evaluation of each outputs sequence will take a 

lot of time. And time is one of the most important thinks 

in dynamic systems control. It means, that selection pro-

cess of must be optimized. To solve this optimization 

problem, we decided to use metaheuristic algorithms. 

4. Bat Algorithm 

Metaheuristic algorithms are now becoming powerful 

methods for solving optimization problems. The majority 

part of these algorithms has been derived from the behav-

iour of physical or biological systems in nature. A new 

metaheuristic method, which is proposed in this paper, is 

based on the echolocation behaviour of bats. That is why 

this method is named Bat Algorithm. 

4.1. The Structure 

In 2010, X.-S. Yang proposed a new optimization algo-

rithm by observing the behavior and the characteristics of 

microbats [2]. The capability of echolocation of microbats 

is fascinating as these bats can find their prey and discrim-

inate different types of insects even in complete darkness. 

To construct the basic structure of the algorithm were used 

three main characteristics of microbats [2]: 

1. All bats can use the echolocation to search for prey 

and to avoid obstacles. 

2. Bats use the signal with fixed frequency 𝑓𝑚𝑖𝑛, varia-

ble wavelength  and the loudness 𝐴0 to find a prey. 

3. The loudness is varied from a positive value 𝐴0 to a 

minimum 𝐴𝑚𝑖𝑛 constant value. 

Then, according to these approximate and idealized rules, 

the movement of each virtual bat could be simulated by: 

𝑓𝑛 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛) ∙ 𝛽 (3) 

𝑣𝑛
𝑘 = 𝑣𝑛

𝑘−1 + (𝑥𝑛
𝑘 − 𝑥𝑏𝑒𝑠𝑡) ∙ 𝑓𝑛 (4) 

𝑥𝑛
𝑘 = 𝑥𝑛

𝑘−1 + 𝑣𝑛
𝑘 (5) 

where 𝑓 is a frequency used by bat (suffixes 𝑚𝑖𝑛 and 𝑚𝑎𝑥 

represent the minimum and maxim value of frequency), 

𝑥𝑛 and 𝑣𝑛 stand for the location and velocity of 𝑛-th 

bat. 𝛽 ∈ [0,1] is a random vector, which is drawn from a 

uniform distribution. And 𝑥𝑏𝑒𝑠𝑡  represents the best solu-

tion found so far over the population of bats. 

But it’s not the only way to move bats. In BA is im-

plemented the second local search strategy, namely, ran-

dom walk. For this strategy the rate of the pulse emission 

from the bat is also taken to be one of the roles in the pro-

cess. In every iteration the pulse emission (𝑟𝑛 ∈ [0,1]) is 

compared with a random number. In case a random num-

ber is greater than the current pulse emission rate of the 

bat, the new solution is generated by: 

𝑥𝑛
𝑘 = 𝑥𝑛

𝑘−1 + 𝜀𝐴𝑛
𝑘  (6) 

where 𝜀 ∈ [0,1] is a random number. After updating the 

position of the bat, the loudness 𝐴𝑛 and the pulse emission 

rate 𝑟𝑛 are also updated: 

𝐴𝑛
𝑘+1 = 𝛼 ∙ 𝐴𝑛

𝑘  (7) 

𝑟𝑛
𝑘+1 = 𝑟𝑛

0[1 − 𝑒−𝛾𝑘] (8) 

where 𝛼 and 𝛾 are constants.  

When positions of the whole population of bats are up-

dated, the cost function is calculated for every solution. 

Then, according to the cost function, all solutions can be 

evaluated, and the best solution can be updated. 

4.2. Application in the Project 

In this project, bat algorithm was implemented to solve 

the optimization problem of searching for the best set of 

values for the control variable. In our case bats position 

𝑥𝑛 represents the set of possible future changes in process 

input: 

𝑥𝑛 = (∆𝑢[𝑘 + 1], ∆𝑢[𝑘 + 2], … , ∆𝑢[𝑘 + 𝑇𝑝]) (9) 

As we defined in 2. chapter, ∆𝑢 can only take a value 

from the set of nine elements (see (2). But the distribution 

of elements in the vector is uneven. Because of this, the 

probability of usage is not the same for different elements. 

To avoid this problem our algorithm will deal with the in-

dices of these elements instead of their values.  

   

𝑥𝑚[𝑘 + 1] = 𝑨𝑥𝑚[𝑘] + 𝑩𝑢[𝑘] (10) 
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𝑦[𝑘] = 𝑪𝑥𝑚[𝑘] + 𝑫𝑢[𝑘] (11) 

Evaluation of solutions for the controller consists of 

two parts. At the first part it’s necessary to get infor-

mation, how the dynamic model of the process reacts to 

each possible solution. As a mathematical model of the 

process, discrete state-space model is used (see 10 and 

11).  Simulating the process model with the set of inputs 

values algorithm generate the predict trajectory 𝑦̂ of sys-

tem output.  The second part of solutions processing is an 

evaluation of the predict trajectory using the cost function. 

In this step algorithm compare reference trajectory of the 

process output with calculated trajectory. At every sample 

step the difference between predicted value and reference 

value is computing by: 

𝐹𝑐𝑜𝑠𝑡 = ∑(𝑤[𝑘 + 𝑖] − 𝑦̂[𝑘 + 𝑖])2

𝑇𝑝

𝑖=1

 (12) 

After calculating of the cost function for every possi-

ble solution, bat algorithm finds the optimal sequence of 

changes in process input. 

5. MPC with BA 

All separate parts of predictive controller were described 

in previous chapters. And when all these parts were com-

bined the discontinuous predictive controller with bat al-

gorithm is designed. The working cycle of the controller 

is shown in Fig. 2: 

 
Figure 2. Process controller cycle 

5.1. Controller Testing 

5.1.1. Simulation tests 

At the first stage of verification, designed controller 

was tested with simulated data. The tests were done with 

different process model. As an example, was chosen a lin-

ear model of the SISO system. The system matrices are 

shown in Table 1: 

Table 1. The system matrices for simulation model. 

A B C D 

[
1,215 −0,736

0,5 0
] [

0,5
0

] [0,476 0,473] 0 

For this test into the system was also added white noise 

with normal distribution. 

 

 
Figure 3. Control process – simulation model 

The graph with control process of the simulation 

model is shown in Fig. 3. We can see, that difference be-

tween the reference and actual trajectory is minimal. On 

the basis the simulation tests, it can be stated, that the de-

signed control algorithm works well. This conclusion al-

lowed us to proceed to tests with a real process. 

5.1.2. Real Process tests 

The second stage of control system verification was to test 

the controller on a real process. For this test was chosen 

the laboratory system of water levitation. As in the previ-

ous case SISO system was chosen. 

In preparation for testing, it was necessary to identify 

the dynamic model of the process. For this, the process 

output was measured with different trajectories and values 

of the input. Then, to process the measured data was used 

special tool System Identification Toolbox in MATLAB. 

This toolbox provided the state-space model with system 

matrices which are shown in Table 2. Also, the model of 

this process had the transport delay - 𝑇𝑑 = 0,21 [𝑠]. 

Table 2. The system matrices for real process model. 

A B C D 

[
1,835 −0,84

1 0
] [

0,5
0

] [0,322 0,304] 0 

For verification, Simulink file was downloaded to the 

PC, which was communicated with the laboratory system. 
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Test with a real process model were made with two types 

of reference trajectory. The first trajectory was a sine-

graph and the second was a sequence of constant pulses.  

 
Figure 4. Control process – sine-graph trajectory 

 
Figure 5. Control process – pulse trajectory 

The results of the tests with laboratory system of water 

levitation are shown in Fig. 4 and Fig. 5. From both these 

graphs it’s clear, that the difference between the process 

output and reference trajectory is more expressive than 

this difference in simulation test. The truth is, that during 

the tests with laboratory system there were several nega-

tive factors, which had influence on control process.  

One of the most important factors is the dynamic 

model of the process. Chances are, that this model is not 

as much qualitative as it’s necessary. To solve this prob-

lem more advanced techniques of system identification 

could be used. 

Another reason could be the processing speed of Sim-

ulink and PC. Faster calculations could help improve the 

quality of regulation process.  

6. Conclusion 

The aim of this project is the study the Bat Algorithm, de-

sign the algorithm for Model Predictive Control based on 

the BA and testing of the algorithm with a linear Single-

Input-Single-Output system.  

In the first part of the paper were described the basic 

structures of model predictive control and bat algorithm. 

These two techniques were combined and were imple-

mented in the process control system.  

The designed algorithm for the system controller was 

vitrificated with simulation tests and with the real process 

system tests. Based on the tests results, we can conclude 

that the design of algorithm was made well.  

The next stage of the project is implementation of the 

algorithm in faster equipment such as PLC.  
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Symbols 

𝐴 loudness (dB) 

𝐴𝑜 original value of loudness (dB) 

𝐴𝑚𝑖𝑛 minimal value of loudness (dB) 

𝐹𝑐𝑜𝑠𝑡  cost function (-) 

𝑓 pulse frequency (Hz) 

𝑓𝑚𝑎𝑥 maximum value of pulse frequency (Hz) 

𝑓𝑚𝑖𝑛 minimal value of pulse frequency (Hz) 

𝑛 number of bats (-) 

𝑇𝑝 prediction horizon (-) 

𝑟 rate of pulse emission (-) 

𝑢 input of the system (-) 

𝑢𝑝 predicted input of the system (-) 

𝑦̂ predicted output of the system (-) 

𝑦 output of the system (-) 

λ wavelength (m) 
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