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Abstract

Okruzni dopravni problém, ¢hdy téZz nazyvan jako uloha obchodniho cestujicjko,
kombinanim problémem hledajicim nejkratSi trasu spojujicioZzinu bod s poZzadavkem, Ze
trasa kowi v bod, ve kterém zala. Délka trasy je dana volbou fadi pi spojovani
jednotlivych bod. Hleda se postup, ktery by naSel nejkratSi trasuz by bylo teba zrdrit
vSechny trasy, které existuji. Dodnes nebyl naléaesvy algoritmus, ktery by toto umoznil s
poctem krok:, ktery v zavislosti na gtu bod: stoupa pouze lineagnnebo jako mocninna
funkce. Tento fispevek popisuje heuristicky7istup keSeni tohoto problému, kde jsou
uplatreny rekteré zakonitosti tykajici se hodnot prapddobnosti vyskytu jednotlivych
spojnic bod v nejkratSi trase. Implementacehto zakonitosti dokaze urychlit hled&ageni.
Schopnost rychléhgeSeni tohoto problému ma uplath v optimalizaci logistickych tras, v
planovani peéadi zpracovani zakazek, naprogramovani trajektqrdhybu obrabcich
nastroji apod.

Key words: Algorithms, heuristic methods, models, TravelingeSiadan Problem, optimal
solution, probability, statistics.

1. INTRODUCTION

Orbital traffic problem or traveling salesman perbl consists in finding the shortest route
connecting a given set of points, travelers musit @ach point exactly once and return to the
starting point, as shown for example ([3], p. 2R)s ironic that this seemingly simple task
belongs to the mathematical problems of the miilemn Still is not found algorithm solving
this problem without the number of steps in theoatgm increased depending on the number
of seats a maximum polynomial as described ([1], 3ip23). In practice this problem is
widespread in various fields and the ability ofstdution has an impact on process efficiency
hence the cost. Body may represent, for examptg:ociworkplace when planning logistics
routes, destinations to be drilled in the producod printed circuit boards in the optimization
of sliding times. Points can also symbolize theti@mt at finding an optimal sequence to
minimize the times for adjustment facility betwdabase contracts etc.
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Fig. 1: The order determines the optimal route point nuisibe

Exact search for optimal solutions is relativelffidult problem, whether we choose any way.
You may use mathematical notation situation andodslup using a binary linear
programming as described ([7], p. 208-209). Tostllate: for ten points we are looking for
extreme bound 99 mostly binary variables.

This paper describes the model using a differenthatk of solution based on heuristic
approach, which can be described as a random seffeasible solutions as shown in ([9], p.
126), from which it is using other algorithms sédek the best solution according to the
criteria lowest length of the route. To achieve @utimal solution faster where speed
considering proportional to the number of stepsiacerporated into the program elements
selectable solutions which are not promising. Turecfionality of this element was tested and
confirmed, there is a significant accelerationaifirse finding the optimal route.

2. HEURISTIC METHODS
2.1 SELECTION CRITERIA IMPROBABLE SOLUTIONS

The main idea of this paper also described modemsirically discovered regarding the
legality of the traveling salesman problem. | wardiedistance matrix C between ten real
points (tab. 1). Because the traveling salesmablg@mo has various modifications, it is noted
that it is a symmetric matrix, and apply here tgi@nnequality (e.g. to find the optimal order
of processing orders these conditions apply). Tiséace matrix was determined by the
maximum and minimum value, the difference represéme variation range R. For these ten
points were determined by solving a mathematiclalutation and distance respectively. paths
forming the optimal route eg. from point 1 to poil@ etc. are shown in red, as further
illustrated in table 1.



_|
&

. Distance matrix showing the distances forming tp&neal route
1 2 3 4 5 6 7 8 9 [ 10
BB | 15,30] 10,44] 14,76] 9,22 [ 4,12] 5,00 13,00 8,06
9,43 20,61 19,70 13,00| 18,60| 11,40| 14,21 8K | 17,09
15,3 | 20,61 17,69] 12,80 | [IGM$| 11,18] 12,53] 18,03] 17,80
10,44[ 19,70 17,69 23,35 4,24 | 11,09 7,07 | 23,20 BIES |
14,76| 13,00 I8 | 23,35 20,03| 12,37] 16,28 7,00 | 21,84
9,22 | 18,60 13,45 B8 | 20,03 8,25 | 4,47| 20,88 5,10
B | 11,40[11,18[ 11,05| 12,37] 8,25 4,00] 12,65 9,49
5,00 | 14,21 12,53] 7,07 | 16,28 4,47 | O 16,49] 5,83
13,00[ 7,07 | 18,03 23,20| [l | 20,88| 12,65 16,49 21,02
8,06 | 17,09 17,80| 2,83 | 21,84 5,10 | 9,49| BIg® | 21,02

The variance of R was divided into 10 intervalsjalihis the number, which is easy to work
and in terms of use for other purposes has prosechd¢ references e.g., that the appropriate
number of intervals is the square root of the nundieelements, as shown in ([7], p. 10),
which corresponds to approximately 10 intervals).
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Graph 1: Comparison of the frequency distribution, Sou{éé:

In the thus defined intervals were determined feeqy and the first elements of the distance
matrix G and second paths tep forming an optimum route as illustrated in FigdreFrom
Figure 1 it is evident a very important findingl alements y frequency, i.e. the resulting
paths is concentrated in the first five alterndyiveix intervals. This phenomenon was
confirmed by a number of experiments (random piatsl can state that has the force of



roughly ninety percent of cases. And it is a suede=cause it can be hypothesized that there
is a high probability decisive about which pathdogjs and who does not belong to the
optimal route. The criterion for this division iset upper limit of the sixth interval, which can
be expressed as one which can be generalized topgay limit of the interval see formula 2.

C,., T 06+ R=Criticallimit (1)
C,,, +a* R=Criticallimit (2)

The existence of such a criterion proved to betar@l tool to guide the search of feasible
solutions random blocking less likely route, whitdvors promising path. The result is
multiple acceleration searching optimum solution.
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Fig. 2: Sample rejection of some routes declining levaade of options

Cin

At this point it is necessary to make a few commeifthe determination of the correct
interval, ie. the value of operator selection antl @en mention later. The frequency was
determined as absolute, empty values on the didgaioat and were not counted because it
is a symmetric matrix C, the frequency divided bg value of 2, which does not affect the
proportionality graph 1.

2.2 BENEFITS OF SELECTION IMPROBABLE SOLUTIONS

If they are randomly selected feasible solutiorihaf traffic problem of finding the shortest
route will succeed only after many attempts. Letnasv quantify. The total number of
possibilities is given by 3 and is based on the memof combinations at each step, which is
halved, as has been said distance matrix is synanetinich implies that each task has two
solutions differ in the direction of passing alotig same route (two solutions affects one
combination).

K :%(n _1)1 3)

Then, the number of combinations amounts to 10 de¥ts 440. Thus, the probability of
finding an optimal solution in the first step is1181,440, and in general it can be expressed
depending on the number of steps (formula 4).
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P(k) =
() = 181440

(4)

This probability can be increased, parallel seartimy model in each step 500 finds feasible
solutions from them to choose the best ie. With ghertest route (1 step represents 500
solution) will be considered throughout the restlo$ article. This will likely started up the
optimal solution in the first step increases t&B0) = 0.00276, which is still weak instrument
for practical deployment.
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Graph 2: Values in the search for optima solutions

After fifty steps (where each step represents B0@isn), from which it selects the best is the
best solution reached deviation= 7.09% of the optimal solution, which was thetisgtfor

the points calculated using the exact model pubtisim [4 ]. Another way to interpret the
values from this experiment provides in Figuret3s important to note that on the basis of a
single test can not be concluded, therefore, thevias repeated for the other points having
different mutual distances and the results weragdsimilar. Thus assembled engine found
not entirely bad solution, but not optimal solution
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Graph 3: Deviation from finding the optimal route (%)

Offering the course, the question of increasing nthenbers of parallel solutions, however,
this quantitative approach will increase the likebd hence the number of steps linearly.
More effective is a qualitative change in the skaegine that brings sudden reduction in the
number of steps and the implementation of knowlegigeesented by a higher degree of
probability of those roads that form the optimaiteo The principle is then a simple matrix of
the values of C are calculated variation range R¢hvcan be reduced by the aforementioned
selection, and operator. If this is set to a valti®.5 is the upper limit of the fifth interval
between critical and completely random ceases teriieely random, because ways higher
than the critical threshold have a lower probapibf being selected, all within acceptable
solution - the result must form a route, whichnswed by a series of conditional functions.
These principles can be used in any environmentsifoplicity was elected as user-friendly
and transparent MS Excel, which is not primarilyemded to complex simulations and
optimization propstam, which has just developed to emphasize the mimodf quality
solutions.

From point 1 is the future direction of a randondgtermined using a random number
generating function. The following points 2-10 &sted in the column and a random number
before each item makes a selection, chosen sudflutios that fits the highest random
number. This principle is supplemented by a systérdouble regulation: if the journey is
inadmissible solutions random number is reducedhiyvalue of 4, if the path length is a
critical limit, the random number is reduced by adue of 2 if the path is a feasible solution,
and its length is below the critical limits, theris only a random number. It is obvious that
the "battle highs" has the greatest chance of dormnnumber, a random number value
reduced by the two has a chance ,,only fight" wither random numbers decreased by the
value of 2 (the situation when a selected combonatif the first points ,, exhausted" a path
with less than the critical length), it is logidalat the numbers humiliated by the value 4 in
this ,,figur” can not succeed and thus ensurestligatesult will always feasible solution. This
principle is repeated in ten steps behind detengitihe route between the ten points where
the resulting point is already in the following@demay occur, which is ensured by reducing
the mentioned values of the random number by theev& Such a solution is underneath 500
and the result is the achievement of optimal sofuthave an average of over 4 steps and a
maximum of seven steps. Correct identification iofgable waveforms optimal solution



would reduce the number of options from which t@ade factorial - see formula 3. The
functioning principle of the key elements of thegmam illustrated in Fig. 3.
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Fig. 3: Sample the main principles of the functioninghef $earch program
Source: own - model Edit 6.2

3. VALUE OPERATOR SELECTION
3.1 USE BASIC REGULARITIES

Determination of the critical limits which redudd® variation range of values of path lengths
(the distances) depends on the value and operdextion. When a = 0.5, and this is a case
where the integrity path lengths forming the remtlttrace really only the first five intervals
found solution very quickly. However if the frequsndistribution of these trips into six
intervals, it means slowing the speed of finding dptimal solution, because the path or paths
that lie above the critical level, when choosing tptimal solution disadvantage. Therefore,
it is safer to set this operator to a = 0.6 represg shot six intervals, which is approximately
the same number of steps and increased certaiatytith optimal solution not prepare. Of
course, there are infrequent cases when the optimuta consists of a relatively long path,
which lies in the interval from 7 to 8. The problésthat when the operator selection setting
to a higher value begins to increase sharply timelrau of options through which the resulting
route guide and therefore is to find the optimadlison requires more steps, as demonstrated
by the test results summarized in table 2 and gédaph



Tab. 2: Influence value operator selection on the numbesteps the optimum solution
Operator selection—a 0,5/ 0,6|0,7| 0,8
Numer of steps - k 4 | 5| 17| 194
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Graph 4:Effect of operator selection of the number of steghe optimum solution

If the operator selection directly equals one, taasion where there is no regulation as is
evident from Figure 4 the values a = 0.8 and 0&aaly very close to this condition.

3.2 TO USE SPECIAL STATISTICAL CHARACTERISTICS

The value of operator selection General can naddiermined as a = 0.6 for all cases. The
arrangement of points in a plane can be of vartgpss and it is necessary to classify the
different types and each type assign the appr@priatue to operator selection. As a very
beneficial showed asymmetry coefficiem. The coefficient of asymmetry is given by
formula 5 and tells us how much the frequency itistion deviates from the normal
distribution ([7], p. 29).

k
2N
rTlEx i= !
a:=— = - - 3 (5.)
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Many attempts | was able to confirm the hypoth#isa the operator selection should be set
depending on the value of the coefficient of asytmméependence on other indicators such
as the coefficient of variation or the concentrnatiactor | could not confirm. The coefficient
of variation Vx expresses the ratio between thedsted deviation of lengths and their average
value see formula 6, concentration ratio tells yoliether the frequency distribution of
lengths in matrix C sharper or flatter than thenmalrdistribution described in formula 7.
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Demonstration experiment described in table 3 and 4

Tab. 3: The number of steps of the algorithm dependintheivalue and effect parameter3, a4, Vx

03 -0,3519 -0,3131 -0,0316

04 1,7116 1,9107 1,9632

V, 0,423 0,4029 0,397

a= | 03]/04/05/06|0,3]0,4]05]0,6]0,3]0,4]0,5]0,6
c|g[2]10] 1] 8] 2] 6 2/ 1] 1 2
S |= 210 1| 7 1] 4] 9of 1 1] 10

k | o|o[1 |52 2] 1[19 3 1] 2 4
ol ol 1| 8 2| 4 1| 120 1d 2[ 1 3
| €255 2] 7] 1| 8] 2] 1 2 s

k | - | - |16/76|14|56(1,2|98/52|12|1,4|54




Tab. 4: The number of steps of the algorithm dependinthervalue and effect parameter3, a4, VX

03 0,0395 0,2199 0,5825

04 1,7815 1,0424 1,9795

V, 0,515 0,458 0,671

a=®|03[04]05]06|03[04]05[06]03]04]05]0,6
c|7[3 [ 67] 2| 4 11 14 40 60 9P
S [ 1] 39 51| 2| 120 13 40 36 52 111=

k | o 7| 29| 74| 2| 8| 4] 27] 31 74 84¢g
o| 2| 30| 82| 2| 8] 9 43 43 64 1020
<[ 713 59| 1| 6] 11 19 33 59 98°%

K - |4,8(33,2| 66,6/ 1,8|7,6|9,6|286|36,6/62,6| 97 | -

Tables 3 and 4 are sample from a larger experimetthem and explains the principle of the
experiment. There is also clearly visible outcomh¢he experiment. Each arrangement of a
set of points gives different distances betweemntgoiof which is determined by the
coefficient of asymmetry and its amendments relébeithe change selection operator, so that
the number of steps for finding the optimal solntas low as possible. This observation is
summarized in table 5.

Tab. 5: Empirical findings appropriate value operatorminimize the number of steps for different
types of asymmetB

03 (-20;-02) | ¢<02:+0,2 | (+0,2; +x)
a 0,5 0,4 0,3

The incorporation of this knowledge in the desatimeodel will mean a lower number of
steps in solving a algorithm. Model based on autaton of the asymmetry coefficieng
automatically sets the appropriate selection opeeat

3.3 DETERMINATION EXPECTED NUMER OF STEPS OT THE AL GORITHM

For each heuristic method, the known solution, Whscthe lowest of all, we assume that it is
optimal, but definite assurance that this reallyas. Therefore crafted model | test so that its
results are compared to results from designatedt @adculation and determine what session
model number of steps needed to reach the optiohatien value. If the optimal solution is
found eg. On average in ten steps, then if the madsolving the tasks carried out 15 steps,
there is a certain degree of probability, thatlibst solution found is the optimal solution.
From table 4 it is evident interesting fact, if thequency distribution of the distances in
matrix C which indicates rightward asymmetric negatoefficientas then a low number of
steps, with increasings number of steps increases. kgrpositive representing the leftward
asymmetric frequency distribution is therefore tluenber of steps higher. This phenomenon
describes the graph 5.
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Graph 5: Number of steps of the algorithm (k) dependszon

Values are interleaved exponential curve descrilthreg trend where the accuracy of the
correlation between the points and the curve iemjiby the value of R= 0.6733, which
corresponds to the value for extracting correlatimtex | = 0.821 (the value closer to the
value | = 1, the curve of the correlation depeneéeighter). | value = 0.821 can be considered
sufficient when estimating the number of requiréebs of the algorithm detected using an
exponential curve (function) the formula 8.

3122%(y,

k=27812 ¢ 8.

This knowledge will help the user to identify wheththe best solution reached already
represents optimum or whether it is necessaryak. lo

3.4 TESTING FUNCTIONALITY OF THE MODEL

Principles have been described as model works drad uses algorithms. Now make a test
model, which will be tested whether it is ableitalfin any situation optimal solution with an
average of ten steps with a probability of 95 %e Tést was modeled 36 random positions of
points for which the optimal solution and the numbksteps were statistically processed in
order to carry statistical testing see tab. 6.

Tab. 6: Test model - the number of steps in the searchdiotions
Number n 36
Average k | 7,87
Standard deviations | 12,56

| will test mean values using the formula 9.



_(k-m0) ~_787-10 _
U=+ /n=""_""../36=-1018
s Jn 1256 V36=-1 )

Hypothesis is true, if the inequality see formula 1
U= U - o,05),where Ui —o,05)=-Uco,05)= -1,65; then -1,018 -1,65 (20.)

Test this hypothesis, so a 95 % probability mo@el solve any problem with the number of
steps lower than 10.

4. CONCLUSION

The paper describes a mathematical abstractiongmobf finding a route between a set of
points, where the points represent the mutual mists at which they are applied statistical
regularities paying for sightseeing transportatfmoblem. These patterns help guide the
random choice of solutions, so the best possiblgptimal solution is found quickly. This is
supported by a classification problem again carogdusing statistical values calculated from
the matrix of mutual distances with such valuahfermation showed asymmetry coefficient
frequency distribution of distances mentioned. Thea model can be programmed to
automatically respond to the appropriate type afbfgm that can adjust itself operator
selection, whose value affects the number of st®psextension, the speed of finding
solutions.

In all tests, see the generated model most optamlation with a very low number of steps,
which represents a time less than a minute, wisidhster than the time it needs a tool solver
to find a solution using a binary linear programgain

All tests are performed on the points whose coateéis were determined as random numbers.
The result is a practical tool, able to solve ttosbinatorial problem that can be encountered
in practice in many industries, mostly in the optation of logistic routes. Human
imagination and intuition can do with a certain nexgsion bring a solution to this and similar
problems, as stated in ([5]), but this problem witbre places we would intuitively correct
solution they could find.

Post considers other issues for potential reseagchiHow the program could work with the
application of these principles to the higher numbiepoints than 10. Alternatively, as it
increased the number of steps a number of poirgsy Wteresting issue is the application of
statistical methods to the distance matrix and ltesand looking for connections that
contribute to the effectiveness of heuristic methtm solving this problem. Another way is
to confirm or refute the determination of new amiees in other modifications orbital traffic
problem like. Asymmetrical problem, void the tridgmginequality, dynamization and
reoptimaliz&ni approaches to this problem as stated in ([2],60p- 61) and the special area
comprises more circuit variants of this problem amahy other variations depending on the
application this problem.

The paper was elaborated in the frame of solving @ject SGS13/191/OHK2/3T/12
(FIS 161-1611316B001).



Symbols:

a - Operator selection (1)

a - Deviation from the optimal solution (%)

az - Coefficient of asymmetry (2)

as - Concentration factor (1)

C - Distance matrix (m)

cj - Element distance matrix (m)

I - Correlation index (2)

k - Number of steps of the algorithm (numer of steps of algorithm)
i Averagenumber of steps of the algorithm uner of steps of algorithm)
P(k) - Probability of finding the optimal solutiom k steps (%)

R - Variation range (m)

s - Sample standard deviation (numer of steps of algorithm)
V - Matrix resulting distance (m)

vij - Element matrix resulting distance (m)
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