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Abstrakt

Ucelem této prace je odvodit koeficient GDOP (GeoiratDilution of Precision),
predstavujici chybu deni polohy uzivatele na povrchu Z&m ukazat jeho vypet
na praktické aplikaci. Ukolem je rozmistit aZz 45uZic po obloze tak, aby se
koeficient GDOP minimalizoval a udaval tak poloHadaného objektu na povrchu
Zen¥ s co nejmensi chybou. Pro optimalni roz#misdruzic na obloze je pouZito
genetického algoritmu.

Abstract

The purpose of this work is to derive a GDOP coffit (Geometrical Dilution of
Precision), that determines the error of the positof observer on the Earth surface,
and to show a calculation of the coefficient in gifeal application. The task is to
distribute up to 45 satellites above the sky st thea GDOP coefficient is minimized
and determines position of the searched object amhEsurface with minimal error.
Genetic algorithm is used to determine optimalrthstion of all satellites above the
sky.
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1. Introduction

The main motivation for this work is a derivatioh GDOP coefficient, practical
example of its calculation and use of GDOP coedfitifor determining positions of
arbitrary number of satellites above the sky. MAB.Aoftware is used for the
calculation and simulation of satellites positiomnd for GDOP coefficient
calculation. The whole task is divided into threetsns. The first part is theoretical
and shows the derivation of GDOP coefficient. la second part the use of a genetic
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Figure 1: Imaginary pyramids with four satellitescorners of the base and user placed at the tip.
Pyramid on the left shows satellite distributioattiields a lower value of GDOP coefficient and is
better than configuration of satellites distributextording to the pyramid on the right that showesse
(higher) value of the coefficient.



algorithm is shown. The algorithm is used to fihé most optimal setup of satellite
positions so that the lowest value of GDOP is redchlrhe third part includes
calculation of the coefficient due to positions saftellites previously calculated by
a genetic algorithm.

A GDOP coefficient (Geometric Dilution of Precisjois used in satellite navigation
and positioning and represents a ratio of the jpwosérror to the range error [1]. The
coefficient reflects the dilution of precision igtion in three dimensions (PDOP)
and dilution of precision in time (TDOP). To comeuthese four dimensions —
position in x,y,z and time — four satellites are needed. The recepgsition is
computed from satellites positions, the measuredigis-ranges and receiver position
estimate.

Let's imagine that a square pyramid is formed bdi joining four satellites with the
receiver placed at the tip of the pyramid ($egure 1). The volume of the shape
described by the unit-vectors from the receivehtsatellites used in a position fix is
inversely proportional to GDOP. The larger is tlwdume of the pyramid, the better
(lower) the value of GDOP coefficient is. Reversetlge smaller volume of the

pyramid is, the worse (higher) the value of GDOM Wwe. Similarly, the greater

number of satellites is used for position estimgtithe better the value of GDOP
coefficient is [1], [2].

The importance of satellite distribution can beoasen irFigure 2that shows three
cases how two satellites and their pseudo-rangésrndiee the area of possible
occurrence of the receiver (user). Each satellie & pseudo-range represented by
sector of a circle. Real position of the user itha intersection of real satellite ranges
(circle with a center in each satellite). Howevsrreality these ranges shape not just
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Figure 2: Distribution of two satellites above tieeeiver (user) - top left and right image show bad
distribution with large pseudo-ranges, bottom imdigplays optimal pseudo-range.
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Figure 3: Geometry of vectors for position deteation

one point in the place where they cross, but aa arstead. This pseudo-range can
vary according to the position of satellites abdive sky. While the angle between
satellites is too wide, the pseudo-range where caebe present is large rather long.
The similar situation occurs while the angle betwsatellites is too small. Optimally
a smallest possible square area is required.

2. Derivation of GDOP Coefficient

For the position of the user the following equatamplies (se€&igure 3 [3]:
Ry =R; =D, (2.1)

Ry — position vector of the user (unknown) centeEafth - user
R; — vector from the Earth’s center to the satellite
D; — vector from the user to the satellite

The equation (2.1) is multiplied by vec#ythat is a unit vector in direction Bj:
eR, =eR,-eD, (2.2)

For the vector, its absolute value and a unit veatoits direction the following
proposition is valid:

eR =|R| (2.3)

Now for the equation (2.2) equation (2.3) is appli@nd this operation gains
following:

eR, =eR, -|D| (2.4)

Vector D; magnitude (its absolute value) is a distance usatellite. The equation
(2.4) conforms (2.3) equation between numbersyectors.

For the distanc|Di| the definition applies:
D] =588 25)

In this equation:

Pi - is so called pseudo-range (pseudo-distance-usatellite that corresponds to the
duration of signal propagation from the satellitethe user). Term pseudo-range
means that this distance is not determined by thatidn of signal propagation from

the satellite to the user. It is due to the nonstamt properties of the atmosphere
(permittivity, permeability) and/or due to the reasof non-propagation of the signal
to the user (bounces from the buildings, mountastts).



B, —is a user’s time offset from the theoreticallyrect time
Bi — is a satellite time offset from the theoretigabrrect time

The equation (2.5) is established into (2.4) ardftfiowing equation is obtained:
eR,=eR,-p +B,+B
eR,-B,=eR,-p +B (2.6)

The equation (2.6) applies for one user and theaitt for any satellite (arbitrary
number of satellites).

Let's mark coordinates of the directional vectamfrthe user to thd'isatellite as e
€2, 63.

The equation (2.6) can be transcribed for mordlgate It will be shown that for the
explicit determination of position it is necessdoy have three satellites. If more
satellites are available, the optimal solution Ve found in accordance by a least
square method. If the user time offsqt B necessary to determinate, at least four
satellites will be needed.

The equation (2.6) can be transcribed for mordlgase
e.l.lRUI + e.I.ZRUZ + e.I.SRU3 - BJ = e.LlRil + e.I.ZRiz + e.I.3R13 + Bl _pl
e21RU1 + e22RU2 + e23RU3 - BJ = e.l.lRi1+ e.LZRlZ + el3Ri3 + B.l. _102
e Ry teRy, teRy;; B, =R, te,R,+e,R;+B — o,
e41RU1 + e42RU2 + e43RU3 - BJ = ellRll + e12R12 + el3R13 + Bl _p4

If Rui is determined then the position of the user isvkn@nd the task is being
solved.

(2.7)

The system (2.7) is obviously possible to rewritd aolve out using a matrix form. It
can be marked that:

& €, €; 1 R
& €, € 1 F\,Ul
G,=|e, €, € 1 XU=F\,U2
€1 €, €5 1 _aj

e, € € 1 0 0 0 0 O]
O 0 0 O e, 86, e, 10
AJ =

s=[R;, R, Ry B Ry R, Ry B, ..J

p=lo. o o P T
Matrix dimensions are following (n = number of dltis, n> 4).

G, <n x 4>
Xy<4 x 1>



Ay <n x 4n>
S <4n x 1>
p<nx1>

Using these assumptions the equation (2.7) caneheritten in a matrix form as
follows:

G X, =AS-p (2.8)
Searched position of the user and the time off$eti® receiver are included in
vector X,, and the resolution of the system (2.8) fqri&our task.

If we had exactly four satellites the solution &) would be following:

X, =G;'(A,S-p) (2.9)

Providing that the inverse of Gmatrix exists — if all satellites are distributed
“correctly”. It would not be calculated while aktellites are in one position or in one
line consecutively. Both situations are universathational. Positions of satellites
obviously influence the accuracy of user positi@tedmination, because pseudo-
ranges are burdened by random errors.

If the signal received comes from more than fouelsees, the equation (2.8) can be
converted by adding vector of unknown errerso that equations are algebraically
correct:

GyX,+te=AS-p (2.10)
For the error vectog applies the following:

e=A,S-p-G X, (2.11)
The system (2.11) can be calculated using a lepsiras method — minimizing the
sum of quadrate of errors, i.e. sum of quadratectore elements.

The sum of quadrates of errors is given by a sqatzduct:

P=de=(A,S-p-G,X,) (A, S-p-G,X,) (2.12)

The equation (2.12) can be modified using an oper&br transpose and by
multiplication:

P=((A,S-p)" ~X(G[)(A,S=p~GyXy)

2.13
P=(A,S-p) (A,S-p)~(A,S-p) G, X, ~XIGL(A,S-p) +X[GIG X, T

While applying a transpose function the followirguation was use((AB)" =BTAT

Due to the previously given dimensions of vectorg matrices in equation (2.13) it is
obvious that member(A,S=p)' G, Xy and X(G|(A,S—p) are scalars (numbers)
and are equal. Using this assumption the equa®d3) can be re-written as follows:
P=(A,S-p) (A,S—p)—2X_G[(A,S—p)+X[G G X, (2.14)

In this moment we are looking for sucly Xo that the sum of quadrates of errors P is
minimal. We can derive the equation (2.14) hy a0d set it equal to zero in order to
find optimal X:



P
X,

=-2G| (A, S—p)+2G G X, (2.15)

In derivation we have used following matrix equasio

:—X(XTAy) = Ay,:—x(xTAx) = Ax+ATx

Now we set the derivation equal to zero and caleuta.
0=-2G| (A ,S-p)+2G G X,

G(A,S-p)=G(GX, (2.16)
Xy =(G{G )G} (A,S~p)

Arrangements are proceeded on condition that ieveisnatri GGy exists.

From now on we will consider about the error inedetination of position GDOP
from satellites using the equation (2.16).

Covariance matrix of position errors X is definedfallows:
covoXy = E((Xy —EXy)(Xy —EXy )T) (2.17)

where E is the operator of the mean value. We asdthiat the mean value of the
position error is equal to zero. With this assumptithe equation (2.17) can be
simplified:

covaX, = E(X,X,) (2.18)

while knowing that equation for Xis known (2.16). The equation (2.16) can be
substituted into (2.18):

covdX, =E((GG,) G| (A,S-p)(A,S-p)' G, (GIG,)™) (2.19)

MatricesGy consist of measured values and that is why weirogate it before the
operator of mean value:

covdX, =(G(G,) GG, (G\G,) " E(A,S-p)(A,S-p) (2.20)

Because we are interested in calculating the posigrror from the geometry
distribution of satellites (BOP), we can define the following:

E(A,S-p)(A,S-p)" =I (2.21)

In the equation above, | represents the unit matkd. Under this assumption for
covariance matrix of errors, the following equatisivalid:

covdX, =(GG,) GG, (G|G,) ™ =(G{G,)™ (2.22)
Because the first two matrices are mutually inverse
(G/G,)'G|G, =1

Because the covariance matrix is symmetrical, &s¢ of the equation (2.22) can be
simplified as follows:

covdX, =(GG,) ™ =(G(G,)™ (2.23)



This covariance appears as:
X Y Z Time

X |0y o5 o5 O

( o )1 _ Y |o} o} o), o (2.24)
u —u Z 0_2 0.2 0.2 0.2
ZX zy zz zt
Time oy o, 0, O

The diagonal values in matrix (2.24) represent thaance of the estimated user
position in each axis and in the user time off$ée individual factors of GDOP are
given as follows:

HDOP = ./o? + 02, (2.25)

VDOP=0,, (2.26)
PDOP= /0% +02, +0?, (2.27)
TDOP=0, (2.28)
GDOP= /0% +02, +0% + 0} (2.29)

Estimates of errors in user position or in userretiane given as a product of GDOP
factors and estimates of errors in range measunsmen

3. Finding Positions of Satellites

For the calculation of GDOP coefficient itself # hecessary to know positions of
satellites on orbit around the Earth. Because fitoentheory and derivation from the
Chapter 2 it appears that the minimal value of ¢befficient GDOP is while all
satellites are distributed equally above the skyeir mutual distances are equal [3].

The sky can be approximated as a hemisphere wigneer placed in the center of
Earth. The estimated position of the object is @thon the Earth’s surface, however,
satellites are placed on geostationary orbit withdius approximately 7-times greater
than radius of Earth. Thus the above listed assompgan be applied.

Since the satellite cannot be placed exactly allbgehorizon, because the emitted
waves from the emitter may not reach the receiver w the surface asperity, it is
necessary to set up the minimal elevation anglelethis angle the satellite cannot
be placed. Practically this elevation angle eqt@ls®. A schematic sketch displayed
in Figure 4 shows the estimation of total elevation angle. Bu¢he approximation
described above it is necessary to add a correofi8rv°.
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Figure 4: Schematic sketch displaying the estimatitotal elevation angle equal to 14° (degrees)
approximately.

For equal distribution of satellites above the shyltiple heuristics can be used —
from the planary coverage of the area, throughaandelection up to algorithms of
artificial intelligence [4]. In this work a methaaf genetic algorithms was selected.
This method is inspired by Darwin’s theory of dedce

The algorithm uses a group of solutions betweerchvhiselects the best ones. These
selected solutions are combined between each ¢($becalled crossover) and this
leads to newly incurred solutions. In the meantiheeweek solutions (worst ones) are
being eliminated. In order to prevent the groupsolutions to be restrained just to
combination of already existing solutions, with ko probability the mutation of
selected specimens occurs in every step of theitdgo

The effort is to enhance the population in eveepif the algorithm that can lead to
the retrieval of optimal solution, or solution ato® the optimal one.

For the estimation of the quality of the solutiancslled fitness function can be used.
This function can take arbitrary form. In this exdenthe fitness function is a function
of distances between two closest satellites aspasified by following formula:

d = min(arccox x, + vy, + 72,))

1,] I¢]
The aim is to maximize this function.

Positions of satellites of concrete solution aretti@ purpose of algorithm coded into
so called genome, or chromosome. Such a chromosontains of genes and each
gene represents one satellite. Values of the ggpresent the spherical coordinates of
the satellite. At the beginning of the algorithnegk spherical coordinates are selected
randomly for each specimen.

The population matrix goes through four phasefénaigorithm. Firstly the elitism is
applied wherek specimens with the best value of fithess funcaom selected from
the population. These specimens are isolated ftempbpulation and preserved to
ensure the conservation of the present best solutio the second phase of the
algorithm the crossover of two selected genomesirscd he place of the crossover
process is selected randomly and a new specimgmates. This new specimen picks



Figure 5: Process of crossover of two specimenségihation of a new specimen

up part of the information from the first specimamd part of information from the
second specimen. This process is showkignre 5

In the mutation phase the random change of one igetiee genome occurs. During
the elimination phase the worst specimen is susggefrdm the population. After this

phase the specimens that were at the beginningmest (elitism phase) are returned
back into the population. All four phases repeatiagas is shown in the following

pseudo code:

Popul ati on = Generate_random opul ati on( popul ati on_si ze)
whil e end condition not satisfied do

/I Preserve elite

Elite = Pop_elite_from popul ati on(elite_size)

/I Reproduction

Indiv_1 = Get_random.i ndi vi dual _from popul ati on()
Indiv_2 = Get_random i ndi vi dual _from popul ati on()
New_i ndiv = Apply_crossover(Indiv_1, Indiv_2)
Add_i ndi v_t o_popul ati on( New_i ndi v)

/] Muitation

Mut at at e = Random nunber

if Mutate <= Mutation_probability
Mit ated = Get _random i ndi vi dual _from popul ati on()
Miut at ed = Appl y_nut ati on( Mut at ed)

end

/I Elimination
El i mi nate_worst (elimn nation_count)

/I Restore elite
Return_elite to _popul ati on

/I Remember best solution
Currently best = Get_best _individual ()
if Evaluate(Currently_best) > Evl auat e(Best)
best = Currently_ best
end
end
return Best;

Algorithm is terminated when afliterations run over. In order to obtain good resul

it iIs necessary to select sufficient amount ofaiiens or select the termination

condition so that the value of fitness functionlwibt change more than is the defined
certain value.



Figure 6: Positions of satellites during their disition (top left: 1 iteration, top right: 500 itgions,
bottom: 10,000 iterations)

For the calculation of the algorithm described abawnd for the visualization of the
results the MATLAB application can be usé&tdlgure 6displays three plots — in each
there is an Earth displayed with the imaginary Ispimére with radius of

geostationary orbit. On this imaginary hemisphedividual satellites are displayed.
The figure shows the process of the algorithm wthensolution reaches its optimum.
Firstly the system starts from the random configaraof satellites that are being
slowly distributed in the way that the minimum diste function is maximized. After
10,000 iterations satellites are distributed egquatiove the hemisphere.

Number of satellites and elevation angle can bagba arbitrarily. Also the set up of
the algorithm can be changed (number of iteratinnsber of reproduced specimens,
size of the population, mutation probability).

4. Calculation of GDOP Coefficient

Calculation of GDOP coefficient was described inadein Chapter 2. Genetic
algorithm described in Chapter 3 allows obtainirasifions of satellites above the
sky. For GDOP coefficient calculation MATLAB andtdaobtained from previous
calculations by genetic algorithm can be used. dtput of this part of computer
program is a GDOP coefficient and its parameteBOP (dilution of precision in

position in three dimensions), HDOP (dilution ofepision in two horizontal

dimensions) and TDOP (dilution of precision in time

MATLAB program environment allows user to optimizis own graphical user
interface (GUI) for work facilitation with a compart program. In the top left corner
of the application window of GUI (please seigure 7) it is possible to enter three



variables — input parameters i.e. number of sasllabove the sky, elevation angle
over the horizon and number of iterations of genakgorithm. A pushbutton labeled
Start vyp@tu runs the computer program which according to edterput parameters
calculates the optimal distribution of satellitesdadetermines values of coefficient.
These values are displayed in corresponding tekidiin GUI window.

As an additional output two plots are displayedtio@ right hand side of the GUI
window. Top plot shows a polar chart of satellisgsove the sky, the bottom one
displays the same satellites distributed in 3-RDwie

Figure 7 displays the application window and results fastribbution of 45 satellites
including DOP values. From this example it can lseoved that satellites are
distributed evenly above the hemisphere, howevereéeh such a performance at
least 160,000 iterations are necessary to readabod distribution at the expense of
calculation time.

5. Results

Examples in previous chapters show that programgusigenetic algorithm is able to
distribute variable amount of satellites evenly thre hemisphere and that the
distribution quality is dependent on number ofatems used. The higher the number
of satellites, the higher the value of iteratioasneeded in order to obtain a good
solution.

MDOP 1.0

Program  Napovéda

Figure 7: Input and output parameters and resoiftdi§tribution of 45 satellites



Nr. of iterations: 5 Nr. of iterations: 50 Nr. of iterations: 500
GDOP: 4.0341 GDOP: 1.8700 GDOP: 1.7123

Figure 8: Progress of satellite distribution antliga of respective GDOP coefficients

Derived calculation of GDOP coefficient was intedgdhinto the computer program
and value of GDOP can be computed for any setigatadlites. In order to show how
this coefficient changes due to the satellitesritistion is shown on the following
example inFigure 8 In this case 4 satellites are being distributeehty, the process
is shown in pictures and respective values of caathGDOP are displayed bellow
each step.

The computer program was tested for various nuntdfesatellites, different values of
elevation angle over the horizon and for variousnbers of iterations of genetic
algorithm.Table 1shows input parameters and calculated DOP coefiisifor three
examples — 4, 12 and 45 satellites.

Table 1: Results and values of coefficients andtippwameters for 4, 12 and 45 satellites

Nr. of Angle Nr. of

satellites above the iterations  GDOP [-] PDOP [-] HDOP [-] TDOP [-]
[-] horizon [°] [-]

4 10 5,000 1.7322 1.6331 1.1547 0.3334
12 14 20,000 1.1460 1.0752 0.6537 0.1573
45 14 160,000 0.6139 0.5691 0.3471  0.0531

The model presented in this paper is considerabipldied. The Earth is considered
as a regular sphere with no unevenness as mountaiitdings, trees, clouds etc. All
these obstacles spawn deterioration in quality atelste visibility and signal
transmission. In reality it is possible to recesignal from 4 to 11 satellites at the
time [5], thus values for 12 and 45 satellites shawTable 1are not corresponding
to reality, however it is shown that genetic algon is able to distribute even high
amount of satellites above the hemisphere andatitlatmore satellites used the better
value of GDORP is obtained. The quality of DOP ciogfhts is evaluated according to
the categorization shown irable 2[6].

Table 2: DOP ratings

DOP Rating

1 Ideal
2-3 Excellent
4-6 Good
7-8 Moderate
9-20 Fair

21 -50 Poor




6. Conclusion

In the paper the derivation of GDOP coefficient andhputed examples were shown.
The calculations prove that coefficient is dependen the distribution of satellites

relatively to the user’s position. More even thstiibution is the better value (lower)

of GDOP coefficient is obtained. Also more sateflitare used for navigation the
better value of GDOP is reached. The optimal digtron of satellites was reached
using a genetic algorithm. Further work will be dsed on better approximation of
conditions that would approach a real situatiorscAlhe possibility of use of neural

networks for GDOP approximation will be examined.
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